An Auto-ML Framework Based
on GBDT for Lifelong Learning
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The Challenge

* 1. Algorithm versatility. Robust classification performance on
different types of datasets

2. Lifelong learning. capability of adapting to changes in data
distribution

* 3. Time budget and memory. reasonable allocation of program
runtime and avoidance of memory overflow



Fvalution

I All problems are binary classification tasks and are assessed with
the Area Under the ROC Curve (AUC) metric.
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Innovation

I Double encoding of raw data

Add incremental learning

I Combine the full amount learning

I Use the sliding window method

Fine tuning of learning steps



Double encoding of raw data

I OrdinalEncoder: Encode categorical features as an integer

array.

I FrequencyEncoder: Encode data based on the frequency

of occurrence of different batches



Add Incremental Learning

* Incremental learning is to save the trained model, and the new
data introduced Is trained based on the previous model. This
method effectively introduces different data distributions into the
same model training process, effectively improving the data drift
phenomenon highlighted in the competition, that is, the
phenomenon that the distribution of data changes with time Is
not robust.



Combine the full amount learning

I On the py?2 track, we used the idea of full learning. Put all the data
batches together so that the model can learn more information
about the distribution changes. The combination of full-scale
learning and incremental learning has greatly improved the
robustness of our model for different data sets and won the first
place on the py?2 track.



Use the sliding window method

I On the py3 track, due to time constraints, we gave up the full
amount of learning and switched to the sliding window sampling
method. With the idea that "the more closely the data Is, the more
relevant the data is.” We have retained the last two batches,
discarding farther data and improving the speed.



Fine tuning of learning steps

' With the overlay of batch, we gradually increase the learning step
size, so that the model learns more information while ensuring the
learning rate.
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